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Abstract. This paper discusses the implementation of local search in
evolutionary multiobjective optimization (EMO) algorithms for the design of a
simple but powerful memetic EMO algorithm. First we propose a basic
framework of our memetic EMO algorithm, which is a hybrid algorithm of the
NSGA-II and local search. In the generation update procedure of our memetic
EMO algorithm, the next population is constructed from three populations: the
current population, its offspring population generated by genetic operations, and
an improved population obtained from the offspring population by local search.
We use Pareto ranking and the concept of crowding in the same manner as in
the NSGA-II for choosing good solutions to construct the next population from
these three populations. For implementing local search in our memetic EMO
algorithm, we examine two approaches, which have been often used in the
literature: One is based on Pareto ranking, and the other is based on a weighted
scalar fitness function. The main difficulty of the Pareto ranking approach is
that the movable area of the current solution by local search is very small. On
the other hand, the main difficulty of the weighted scalar approach is that the
offspring population can be degraded by local search. These difficulties are
clearly demonstrated through computational experiments on multiobjective
knapsack problems using our memetic EMO algorithm. Our experimental
results show that better results are obtained from the weighted scalar approach
than the Pareto ranking approach. For further improving the weighted scalar
approach, we examine some tricks that can be used for overcoming its
difficulty.

1 Introduction

Evolutionary multiobjective optimization (EMO) algorithms have been applied to
various problems for efficiently finding their Pareto-optimal or near Pareto-optimal
solutions. Recent EMO algorithms usually share some common ideas such as elitism,
fitness sharing and Pareto ranking for improving both the diversity of solutions and
the convergence to the Pareto front (e.g., see Coello et al. [1] and Deb [2]). In some
studies, local search was combined for further improving the search ability of EMO
algorithms [4]-[12].
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Hybridization of EMO algorithms with local search is often referred to as
MOGLS (multiobjective genetic local search) algorithms. Such a hybrid algorithm is
also called a memetic EMO algorithm. It is clearly shown by Jaszkiewicz [9] that
memetic EMO algorithms have higher search ability than pure EMO algorithms.
Memetic EMO algorithms can be roughly classified into two categories according to
their solution evaluation mechanisms in local search: One uses a weighted scalar
fitness function, and the other uses Pareto ranking. A memetic EMO algorithm based
on the weighted scalar fitness function with random weights was proposed by
Ishibuchi & Murata [6], improved by Jaszkiewicz [10] and Ishibuchi et al. [7], and
simplified by Ishibuchi & Kaige [5]. On the other hand, Knowles & Corne [11]
proposed a memetic EMO algorithm called M-PAES (memetic Pareto archived
evolution strategy) where each solution was evaluated based on Pareto ranking. Some
Pareto ranking-based acceptance rules of local search moves were examined in
Ishibuchi et al. [7] and Murata et al. [13]. The MOGLS of Jaszkiewicz [10] and the
M-PAES of Knowles & Corne [11], which are well-known memetic EMO algorithms
with high search ability, have been compared with each other in some comparative
studies [4], [8], [9], [12].

Our goal in this paper is to design a simple but powerful memetic EMO algorithm.
For achieving this goal, we discuss some issues related to the implementation of local
search in EMO algorithms through computational experiments on multiobjective
knapsack problems in Zitzler & Thiele [14]. Our computational experiments are
performed using a framework of a simple MOGLS algorithm, which is proposed in
this paper by combining the NSGA-II [3] with local search. In order to emphasize its
simplicity, we refer to our MOGLS algorithm as the simple MOGLS (i.e., S-MOGLS)
algorithm in this paper. As in the NSGA-II, we use Pareto ranking and the concept of
crowding for generation update in our S-MOGLS algorithm. One characteristic
feature of our generation update procedure is the use of three populations for
generating the next population: the current population, its offspring population
generated by genetic operations, and an improved population obtained from the
offspring population by local search. In the existing MOGLS algorithms [5]-[10], the
offspring population that had been improved by local search was not used in their
generation update procedures. In this sense, our S-MOGLS can be viewed as an
improved version of the S-MOGLS of Ishibuchi & Kaige [5].

Through computational experiments on multiobjective knapsack problems using
our S-MOGLS algorithm, we compare the above-mentioned two approaches to the
implementation of local search. We show that better results are obtained by the
weighted scalar approach than the Pareto ranking approach. We also demonstrate a
serious difficulty of the weighted scalar approach: Local search often degrades the
offspring population generated by genetic operations. For overcoming this difficulty,
we examine the effectiveness of the following tricks:
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(1) The use of the three populations in the generation update procedure in our S-
MOGLS algorithm. Generation update procedures with/without the offspring
population are compared with each other.

(2) The choice of good initial solutions for local search from the offspring population.
The tournament selection of initial solutions based on the weighted scalar fitness
function is examined using various specifications of the tournament size.

(3) The modification of the acceptance rule of local search moves. We examine a
modified acceptance rule in the weighted scalar approach.

This paper is organized as follows. In Section 2, we propose a basic framework of
our S-MOGLS algorithm. While we try to maximize the search ability of our S-
MOGLS algorithm, we also try to minimize its algorithmic complexity so that it can
be easily understood, easily implemented and efficiently executed using small
memory storage within short CPU time. In Section 3, we show various variants of our
S-MOGLS algorithm. In one variant, the weighted scalar fitness function is used in
the selection of parent solutions and the local search for their offspring. In another
variant, Pareto ranking instead of the weighted scalar fitness function is used for both
the parent selection and the local search. Of course, there exist many intermediate
variants between these two extremes. In Section 4, we show experimental results on
multiobjective knapsack problems using some variants of our S-MOGLS algorithm.
Finally Section 5 concludes this paper.

2 Basic Framework of Our S-MOGLS Algorithm

Let us consider the following k-objective maximization problem:

Maximize f(x)=(f](x), f2(X), ..., fz (X)), €))
subject to xe X, 2)

where f(x) is the objective vector, f;(x) is the i-th objective to be maximized, x is
the decision vector, and X is the feasible region in the decision space. When the
following two conditions are satisfied, a feasible solution xe X is said to be
dominated by another feasible solution ye X (i.e., y dominates x: y is better than x):

Vi, fi(x)< fi(y) and 3j, f;() < f;(¥). 3)

If there is no feasible solution y that dominates x, x is said to be a Pareto-optimal
solution of the multiobjective optimization problem. The task of EMO algorithms is
to find Pareto-optimal or near Pareto-optimal solutions as many as possible.

The following weighted scalar fitness function was used in the MOGLS
algorithms of Ishibuchi et al. [5]-[7] and Jaszkiewicz [8]-[10]:

k
f 0= Ehfi(x). @
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where

Vi, A; 20 and %kizl. ®)
i=l1

In those MOGLS algorithms, the weight vector A=(A(,..,A;) was randomly
specified whenever a pair of parent solutions was to be selected. The roulette wheel
selection was used in the original MOGLS algorithm [6]. In Ishibuchi et al. [7], better
results were obtained by the tournament selection than the roulette wheel selection.
On the other hand, a pair of parent solutions was randomly chosen from the best K
solutions in the current population with respect to the weighted scalar fitness function
in Jaszkiewicz [8]-[10]. The same weighted scalar fitness function with the current
weight vector, which had been used for choosing a pair of parent solutions, was also
used in local search for their offspring generated by genetic operations.

In our S-MOGLS algorithm, we use the weighted scalar fitness function in (4) for
choosing a pair of parent solutions from the current population. Since the tournament
selection needs less CPU time than the random selection from the best K solutions, we
use the tournament selection in our S-MOGLS algorithm (more specifically the binary
tournament slection). The selected parents are recombined to generate their offspring
to which a mutation operation is applied. The selection, recombination and mutation
are iterated to generate the offspring population (see Fig. 1). Local search is applied
only to good solutions in the offspring population. For choosing initial solutions for
local search from the offspring population, we use the tournament selection based on
the weighed scalar fitness function in (4). Whenever an initial solution is chosen, the
weight vector is randomly updated. Local search is probabilistically applied to the
selected initial solution. The idea of choosing good initial solutions was proposed in
Ishibuchi et al. [7]. Only when the initial solution is updated (i.e., improved) by local
search, the improved solution is added to the improved population in Fig. 1.

Current Offspring Improved Next
population population population population

O @
@O

Local
search %

™ Parcto
ranking

Genetic
operation

Fig. 1. Generation update mechanism in our S-MOGLS algorithm.

Recently it has been widely recognized in the EMO community that some form of
elitism is necessary for designing EMO and memetic EMO algorithms with high
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search ability (e.g., see Deb [2]). One straightforward implementation of elitism is to

store non-dominated solutions in the secondary population separately from the main

(i.e., current) population. For example, the secondary population was used in the

MOGLS algorithms of Ishibuchi et al. [6]-[7] and Jaszkiewicz [8]-[10], the M-PAES

[11] and the SPEA [14]. While the use of the secondary population significantly

improves the search ability of EMO and memetic EMO algorithms, it also increases

algorithmic complexity, memory storage and CPU time. Thus we do not use the
secondary population in our S-MOGLS algorithm. Instead of the secondary
population, we use the generation update scheme of the NSGA-II [3] for choosing
good solutions from the three populations in Fig. 1 (i.e., current, offspring and
improved populations). That is, each solution in the three populations is evaluated by
Pareto ranking and the concept of crowding in the same manner as in the NSGA-II
[31.
The outline of our S-MOGLS algorithm is written as follows:

Basic Framework of Our S-MOGLS Algorithm:

Step 1 (Initialization): Generate an initial population with Ny, solutions where
N pop s the population size.

Step 2 (Genetic operations): Generate an offspring population by iterating the
following procedures N, times:

(1) Randomly specify the weight vector.

(2) Choose a pair of parent solutions from the current population using the
binary tournament selection based on the weighted scalar fitness function
with the current weight vector.

(3) Generate an offspring from the selected parents by crossover and mutation.

Step 3 (Local search): Generate an improved population by iterating the following
procedures N, times:

(1) Randomly specify the weight vector.

(2) Choose an initial solution for local search from the offspring population
using the binary tournament selection based on the weighted scalar fitness
function with the current weight vector.

(3) Apply a local search procedure based on the weighted scalar fitness
function with the current weight vector to the selected initial solution with
the local search application probability P g. Only when the initial solution
is updated by the local search, the final solution at which the local search
is terminated is added to the improved population.

Step 4 (Generation update): Construct the next population from the current, offspring
and improved populations by choosing good solutions based on Pareto ranking
and the concept of crowding in the same manner as in the NSGA-II.

Step 5 (Termination test): If the pre-specified stopping condition is not satisfied,
return to Step 2. Otherwise terminate the execution of the algorithm.
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3 Several Variants of Our S-MOGLS Algorithm

Various variants of our S-MOGLS algorithm can be implemented. In this section, we
briefly describe those variants of our S-MOGLS algorithm. Some of them are used in
computational experiments in the next section for discussing the implementation of
local search in memetic EMO algorithms.

Selection of Parent Solutions: In our S-MOGLS algorithm, we use the weighted
scalar fitness function for parent selection. This is to choose similar parents in the
objective space, from which good offspring are likely to be generated. Of course, we
can use other selection schemes. For example, we can use the parent selection scheme
of the NSGA-II [3] (i.e., Pareto ranking and the concept of crowding).

Selection of Initial Solutions for Local Search: In our S-MOGLS algorithm, we
choose good initial solutions from the offspring population for local search. It is also
possible to probabilistically apply local search to offspring solutions independent of
their performance. Moreover it is possible to apply local search to all offspring as in
some memetic EMO algorithms (e.g., the S-MOGLS algorithms in [6]-[10]).

Local Search: In our S-MOGLS algorithm, we use the weighted scalar fitness
function in local search as well as parent selection. We can also use Pareto ranking in
local search. When we use Pareto ranking, the current solution x is replaced with its
neighboring solution y (i.e., the local search move from x to y is accepted) only when
y dominates x (i.e., y is better than x: see (3)). That is, the local search move is
rejected when x and y are non-dominated with each other. In the M-PAES [11], a
more sophisticated acceptance rule was used for handling the situation where y and x
are incomparable with each other. The acceptance rule in [11] involves not only the
comparison between the current solution x and the candidate solution y, but also the
comparison with other solutions. This may somewhat degrade the inherent advantage
of local search: simplicity. Thus we do not use the local search procedure in [11].

Let us further discuss the weighted scalar approach and the Pareto ranking
approach to the implementation of local search. In Fig. 2, we show the movable area
of the current solution x by each approach in the case of a two-objective
maximization problem. In Fig. 2 (a), the weight vector was specified as
A=(4, 4)=(0.5, 0.5). As shown in Fig. 2, we can see that the movable area in the
Pareto ranking approach is much smaller than the weighted scalar approach. This
difference exponentially increases with the number of objectives because the movable
area in the Pareto ranking approach is 1/ 2% of the k-dimensional objective space
while it is always 1/2 in the case of the weighted scalar approach.

As shown by computational experiments in the next section (and other studies [7],
[13]), too small movable areas in the Pareto ranking approach prevent local search
from efficiently searching for good solutions. On the other hand, too large movable
areas in the weighted scalar approach sometimes lead to the deterioration of the
offspring population. Thus we examine a simple modification of the weighted scalar
approach for decreasing the movable areas as shown in Fig. 3 (a). More specifically,
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the local search move from the current solution x to the candidate solution y is
accepted when the inequality relation d/r <a holds in Fig. 3 (b) where a is a user-
definable parameter. Of course, the candidate solution y should be better than the
current solution x with respect to the weighted scalar fitness function. It should be
noted that the weighted scalar approach corresponds to the case of a =<

£, £®)
A A
Movable Area
A=(0.5,0.5) Movable Area
[ 4
X X
0 > fi(x) 0 > fi(%)
(a) Weighed scalar approach. (b) Pareto ranking approach.

Fig. 2. Movable area of the current solution x in the two-dimensional objective space.

S FALY)
A A

Movable Area

1=(0.5,0.5)

7z

0 > £ 0 >

(a) Movable area in the modified approach. (b) Definition of the acceptance rule.

Fig. 3. Modification of the weighted scalar approach.

4 Computational Experiments

In our computational experiments, we used nine knapsack problems in Zitzler &
Thiele [14]: 2-250, 2-500, 2-750, 3-250, 3-500, 3-750, 4-250, 4-500, 4-750 where “k-
m” means a k-objective m-item problem. Our computational experiments were
performed in the same manner as in other comparative studies (e.g., Ishibuchi &
Kaige [4], [5], Jaszkiewicz [9], and Knowles & Corne [12], and Zitzler & Thiele
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[14]). We used the same parameter specifications as the NSGA-II in those
comparative studies for the EMO part of our S-MOGLS algorithm and as the M-
PAES and the MOGLS in those studies for the local search part.

For examining the performance of obtained non-dominated solution sets by our S-
MOGLS algorithm, we use the generational distance (GD) and the D1z measure (see
Coello [1] and Deb [2] for various performance measures). These measures evaluate
the quality of a non-dominated solution set using a reference solution set. The
reference solution set is a set of Pareto-optimal or near Pareto-optimal solutions. In
our computational experiments, the reference solution set for each test problem was
constructed by choosing non-dominated solutions among all solutions obtained in our
previous computational experiments. The GD measure is the average distance from
each solution in the obtained solution set to its nearest reference solution. This
measure evaluates the convergence to the Pareto front. On the other hand, the DIy
measure is the average distance from each reference solution to its nearest solution in
the obtained solution set. This measure evaluates both the convergence and the
diversity of obtained solutions. In our computational experiments, the average values
of these measures were calculated over 30 runs for each test problem.

Comparison between two approaches: We first compared the Pareto ranking
approach to the weighted scalar approach using the S-MOGLS algorithm in Section 2.
The local search application probability F g was specified as A g =0.1. The relative
performance of the Pareto ranking approach with respect to the weighted scalar
approach was calculated for each test problem. Experimental results are summarized
in Fig. 4. In these figures, the horizontal axis shows the nine test problems. From Fig.
4, we can see that the relative performance of the Pareto ranking approach is larger
than 1.00 (which is the relative performance of the weighted scalar approach) for
many test problems. This means that the Pareto ranking approach is inferior to the
weighted scalar approach because the GD and DIy measures should be minimized.

1.80 1.80
GD DI,
1.00 - - = - 1.00 - -l H T -
0.20 234 234 234 0.20 234 234 234
250-item  500-item 750-item 250-item  500-item 750-item
(a) The generational distance. (b) The D1R measure.

Fig. 4. Relative performance of the Pareto ranking approach with respect to the weighted scalar
approach for each test problem.
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While better results were obtained from the weighted scalar approach, it has a
serious difficulty: The offspring population can be degraded by the local search. This
difficulty is illustrated in Fig. 5. In Fig. 5 (a), we show an offspring population and its
improved population. These populations are intermediate results during a
computational experiment using our S-MOGLS algorithm on the 2-500 problem.
Special parameter values were used in this computational experiment for illustration
purpose (e.g., a small population size and a large local search application probability).
Fig. 5 (b) shows why the offspring population can be degraded by the local search. As
shown in Fig. 5 (b), the offspring population is likely to be degraded when the local
search direction for each solution is not appropriate. Ideally the local search direction
should be vertical to the non-dominated front of the offspring population. In such an
ideal case, the offspring population will not be degraded (i.e., the local search moves
in Fig. 5 (b) won’t happen). In the remaining of this section, we examine some tricks
for overcoming the above-mentioned difficulty of the weighted scalar approach.

19500 —— . ; . ; . 19500 —— . ; . ;

.,
19000F ®e © - 19000 ®e N

18500 4 18500 - 4

Total profit (knapsack 2)
0
Re)
%)
Total profit (knapsack 2)
% b

180005, Offspring population o | 18000 Offspring population ]

O Improved population * - O Improved population

17500

17500

T7500 18000 18500 19000 T7500 18000 18500 19000
Total profit (knapsack 1) Total profit (knapsack 1)
(a) Offspring and improved populations. (b) Undesired local search moves.

Fig. 5. Illustration of the deterioration of the offspring population by the local search based on
the weighted scalar fitness function.

Use of three populations for generation update: A straightforward remedy for
the above-mentioned difficulty is to use the offspring population as well as the
improved population in the generation update procedure. For examining the
effectiveness of this generation update scheme, we examined the performance of a
variant of our S-MOGLS algorithm where offspring solutions were not used for
generating the next population when they were updated by local search. This variant
is exactly the same as the S-MOGLS algorithm of Ishibuchi & Kaige [5]. The relative
performance of this variant with respect to our S-MOGLS algorithm in Section 2 is
summarized in Fig. 6 in the same manner as Fig. 4. From this figure, we can see that
the performance of the S-MOGLS algorithm was degraded by modifying its
generation update scheme with respect to the GD measure.
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Increase in the selection pressure of initial solutions: As we have already
discussed, the inappropriate specification of the local search direction causes the
deterioration of offspring populations by local search. Since we use the tournament
selection based on the weighted scalar fitness function for choosing initial solutions
for local search, the increase in the selection pressure of initial solutions (i.e., the
increase in the tournament size) may lead to the selection of an appropriate initial
solution for the current weight vector. That is, the tournament selection with a large
tournament size is likely to choose a very good offspring solution with respect to the
current weight vector. Such an offspring solution is likely to locate near the non-
dominated front of the offspring population. Moreover the current weight vector is
likely to be vertical to the non-dominated front around the selected initial solution.

1.20 1.20
GD D1y
1.00 - -- - - 1.00 - -- i -
0.80 234 234 234 0.80 234 234 234
250-item  500-item 750-item 250-item  500-item 750-item
(a) The generational distance. (b) The DIR measure.

Fig. 6. Relative performance of a variant of our S-MOGLS algorithm where intermediate
offspring solutions were not used for generating the next population.
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(a) The generational distance. (b) The DIR measure.

Fig. 7. Effect of the specification of the tournament size. Relative performance of each
specification was calculated with respect to the case of the binary tournament selection.

We examined various specifications of the tournament size for the selection of
initial solutions in our S-MOGLS algorithm. Experimental results are summarized in
Fig. 7 where horizontal axis shows the tournament size (i.e., 1, 2, 5, 10, 20). In this
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figure, the relative performance was calculated with respect to the binary tournament
selection. Thus the relative performance is always 1.00 in this figure when the
tournament size is 2. From this figure, we can see that the performance of our S-
MOGLS algorithm was improved by increasing the selection pressure of initial
solutions for local search. When the tournament size was specified as 1, initial
solutions were randomly chosen from the offspring population. In this case, the
performance of our S-MOGLS algorithm was degraded by the following two reasons:
One is the inappropriate specification of the local search direction for each initial
solution, and the other is the selection of poor offspring solutions as initial solutions.
On the other hand, good solutions together with appropriate local search directions are
chosen as initial solutions for local search when the selection pressure is high. As a
result, the performance of our S-MOGLS algorithm was improved by increasing the
tournament size in Fig. 7.

Modification of the acceptance rule: We also examined the effectiveness of the
modification of the acceptance rule illustrated in Fig. 3. We examined various
specifications of the user-definable parameter a using our S-MOGLS algorithm with
the binary tournament selection. The relative performance of each specification of a
was calculated with respect to the case of the weighted scalar approach (i.e., a =o0).
Experimental results are summarized in Fig. 8 for a=0.5, 1, 2, 5, . In Fig. 8, we
can see that the convergence to the Pareto front (i.e., the GD measure in Fig. 8 (a))
was improved by the modification of the acceptance rule from the case of a=c0 to
a=0.5, 1, 2, 5. This modification, however, may have a negative effect on the
diversity of solutions because the Dl measure was not improved in Fig. 8 (b).

1.20 1.20

GD DI,

100 F---- HH —————— H ————— H 1.00 o - H H

080 =5 05 51250 51250 080 = 5125w 51250 51250
2500 3500 4-500 2500 3500  4-500

(a) The generational distance (b) The D1R measure

Fig. 8. Effect of the modification of the acceptance rule of the local search move. Relative
performance of each specification was calculated with respect to the case of the weighted scalar
approach (i.e., a=o0).

5 Concluding Remarks

We proposed a new memetic EMO algorithm called S-MOGLS by combining local
search with the NSGA-II [3]. Our intention is to implement a simple but powerful
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memetic EMO algorithm, which can be easily understood, easily implemented, and
efficiently executed using small memory storage within short CPU time. Using our S-
MOGLS algorithm, we examined several issues related to the implementation of local
search in memetic EMO algorithms. Through computational experiments, we showed
that the weighted scalar approach outperforms the Pareto ranking approach. We also
showed that the weighted scalar approach has a serious difficulty: The offspring
population can be degraded by local search. We implemented three remedies for this
difficulty in our S-MOGLS algorithm: the use of three populations (i.e., parent,
offspring and improved populations) in generation update, the choice of good initial
solutions for local search, and the modification of the acceptance rule. The
effectiveness of these tricks was demonstrated by our experimental results.
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